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Abstract— The complexity and heterogeneity of cooper- embedded in their surroundings, in what is usually
ating object applications in ubiquitous environments or of called pervasive or ubiquitous environments, or be
applications in the sensor net\NOI’k domain require the use Immersed In a Comblnatlon of both Worlds The

of generic models and archltectures_. These archl_tecture.s difference in mentality of these communities has
should provide support for the following three key issues:

flexible installation, management and reconfiguration of lead to the. devek)pm_ent of tWQ type; of approaches:
components in the system; optimization strategies whose data-centric and service-centric solutions.
implementation usually involves the proper managementof  In general,data-centric approaches are chosen
cross-layer information; and proper adaptation techniques in environments where the naming of data and the
that aIIov_v for the self-cqnfigu_rqtion of node_s and com- yse of data types within the network play a more
ponents in the system with minimal human intervention. .4 ant role than the specific device that might
In this paper, we present one possible instance of such ®be responsible for its processing. Therefore, there
generic model and architecture and show its applicability . ; o ) oo
using Sustainable Bridges, a sensor network application IS @ dissociation of data and network device which
that requires the analysis of complex sensor data to achievecan be used to dynamically select the appropriate
its goal of effectively monitoring bridges for the detectim |ocation where data processing is performed. There-
of structural defects. fore, data-centric approaches are best suited for
Index Terms— Sensor networks, cooperating objects, database-like operations like aggregation and data
software architecture, reconfiguration, cross-layer inteac- dissemination.
tions, adaptation In the literature, there are two different kinds of
data-centric processing techniques. The first one
l. INTRODUCTION uses the query/response (or request/reply) paradigm,
The continuous miniaturization process of conso that the network of cooperating objects only
puting devices combined with the proliferation ofends responses to specific queries issued by the
sensor networks, have led to an increase on thger [3]. The second technique assumes that queries
number of devices that are able to sense theire “stored” in the network and are provided with
environment, process it and communicate their ran associated lifetime. During their lifetime, each
sults. The cooperation and coordination tasks dévice is responsible for the processing of the stored
applications running in such environments presegiery and sends messages to the issuer of the query
the application and system developer with ne(also called sink) whenever the condition specified
challenges that need to be resolved [1]. in the query is met [4]. Therefore, both pull-based
In theEnrbedded W SeNTs project [2], twelve and push-based approaches can be used in data-
European universities have joined forces to stuagntric environments.
environments composed of a large number of co-Although the absolute position of devices within
operating objects that interact with each other tbe network do not play an important role from the
accomplish a common task. These objects might perspective of the issuer of the query, good topology
composed primarily of sensors, building the tradmanagement techniques need to be used in order to
tional sensor networks found in the literature, b@aximize the lifetime of individual devices.
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In contrast, service-centric approaches are Il. DEFINITION OF COOPERATINGOBJECTS
mostly concerned with the definition of the interface
or API in order to provide certain functionalityOf
for the user. Depending on the specific fields the
are other additional characteristics that need to
mentioned. For example, in the field of pervasive
computing, the miniaturization of devices as well as
resource-limitation play an important role, whereas ® &ctuatorsor

in classic client-server architectures no such restric-* Co0perating objects
tions apply. that communicate with each other in order to ac-

In such environments, the transport mechanisrﬁgmp“Sh a common task in a more or less auto-

are hidden from the user applications (such as riqul\rylc way. | devi h

traditional networked environments), but a certain V'€ priuse y,sensqrsareb. ewcesdt at actjlas
cooperation among the nodes in the network allo§Puts to the cooperating objects and are able to
for the processing of data. The differencedata- gather a_nd retrieve information elth_er from other
centric approaches lies in the kind of programming?g?:r:?:rggedomeds or from the environment they

techniques needed to interact with the network. i )
In a service-centric environment, the application Controllersare devices that act as data or infor-

developer is supposed to have and use a clfaation processors and cooperate ws#nsorsand

specification of services offered by the network actuatorsin order to be able to interact with their
environment. Furthermorepntrollersare equipped

The cor_nplexny_ that_ arises f“’”_“ the interactiofy;, 5 storage device that allows them to perform
of computing devices in such settings have led ttﬁq

. . : eir tasks. The amount of “effort” devoted by a
researchers in thembedded W SeNTSs projectto o wicyiar controller to either information processing
define cooperating objects in such a way that t

breadth of chall 4 hopeful | ‘?storage tasks is determined on an individual basis.
readth of challenges (and hopefully some so Yhis way, the cooperating object network might be

tions) can be easily m;erlred.dFor ths purpors]e, Y¥dmposed of controllers that provide information
propose a generic model and architecture that Gafessing capabilities, whereas others might spe-
be used in arbitrary environments where cooperatig,i,e in storing data efficiently.

objects interact. Actuatorsare devices that act as output producers
The goal of this paper is, therefore, three-foldind are able to interact and modify their environ-
(1) Provide a more formal definition of cooperatingnent using, for example, some kind of electro-
objects; (2) identify the key characteristics thahechanical device.
software developed for cooperating objects needsopviously, if sensors controllers and actuators
to have; (3) provide a generic network model angeed to interact with each other in a distributed
object architecture that would allow for the easynvironment, each of them needs to be equipped
development and deployment of software in sensgjth communication capabilities which, depending
network environments. on the type of cooperating object network, might be
The remainder of this paper is structured as fdbased on wired or wireless technology.
lows: Section Il provides a definition of cooperating Finally, the inclusion of othecooperating objects
object and derives some requirements for a geneaig part of the definition of cooperating object itself
model and architecture. Section Il explains oundicates that these objects can combine tisen-
network model that defines possible interactiors®ors controllersand actuatorsn a hierarchical way
among cooperating objects. The specifics of tlaend are, therefore, able to create arbitrarily complex
object architecture are left for section 1V, whereagructures.
section V provides an example usage of our modelln order to illustrate this definition more precisely,
using the Sustainable Bridges application. Finallypagine that a cooperating object is used to collect
section VI gives some insight on related workemperature gradients of flammable liquid within an
and section VII concludes this paper and discusdadustrial plant. When the gradient achieves certain
future work. pre-defined thresholds, safety pipe valves must be

As already specified in some internal documents
the Enbedded W SeNTs project, acooperat-
[g?é:] object is a collection of:

o SEnsors
« controllers (information processoys)
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opened to minimize the risks of an explosion. In A role defines the function of a node based
this scenario, we have two cooperating objectsn properties such as hardware capabilities, net-
one that continuously measures temperatures amork neighborhood, location etc. The types of
another one that actuates in the environment bgoperating objects defined above (sensors, con-
manipulating valves. The first one is an example ofteollers and actuators) are some examples of role
classical sensor network with embedded controlleesssignments. Other examples for roles S@&RCE,
whereas the second one would be traditionally dASGREGATOR, and SI NK for aggregation applica-
scribed as an “actuators and controllers networktions, CLUSTERHEAD, GATEWAY, and SLAVE for

For the specific implementation of cooperatinglustering applications. In previous work [6] we
objects, there is nothing in the definition abovdescribe a generic specification language and an
that forces all three entitiessénsors controllers algorithm for efficient role assignment.
andactuator¥to be physically independent devices.
In fact, in the case of sensor networks, where the . . ,
primary focus is set on gathering data from th equirements for a Generic Model and Architecture
environment and not so much on acting on it, Using the definition we have just described, it
actuatorsare usually relegated to a second plane ardems clear that in typical cooperating object appli-
sensors and controllers are put together in a singlations, the network itself, that is, the collection of
device. Therefore, hardware for sensor networksoperating objects involved in solving the problem
usually looks like the MICA family of Fig. 1, whereat hand, is heterogeneous. An application developer
the integration of sensing devices and controllers\sll have to deal with sensors, controllers, actuators,
done on a single board. etc. and probably will need to deal with the com-
plexity of having hybrid network topologies, where
some of the cooperating objects interact with each
other using wireless technology, whereas others
might be connected to an infrastructure.

Moreover, the applications themselves are hetero-
geneous [7], [8], so that their requirements change
drastically from one another. In some cases, due to
the fact that applications are installed for extended
periods of time, their requirements might change
over time and the system software needs to be
quickly adapted to the new application require-
ments.

Cooperating objects need certain system softwareFinally, depending on the environment where the
that takes care of basic functionality such as corapplication is deployed, the system itself might
munication, event handling and generation, as wehange rapidly. Parameters like mobility, network
as the scheduling of the installed components. Faensity, etc. play a crucial role for the selection
the purposes of this paper, we adopt the definition of the appropriate algorithm to solve efficiently the
componentused in TinyOS [5], the standard systertask at hand, but these parameters are, under some
software found on the MICA-family of Fig. 1 andenvironments, highly dynamic.
extend it to fit our needs. In TinyOS, components To ease the development of sensor network ap-
are modular pieces of software that, by means plications, a generic framework is, therefore, nec-
interface specifications, can be wired together &ssary. Such a framework has to support dlaa-
implement a complex application. Components offeentric modelof sensor network applications and
and require certain functionality and are able tiheir need forreconfigurationand flexibility. How-
generate or handle events. In our generic arclewver, sensor networks are heterogeneous and new
tecture (proposed in section Ill), we assume tlapplications and hardware platforms continuously
presence of adaptation components which contelolve. Thus, a generic framework has to &e
the installed components in the system based tamsible and flexible to manage new application
cross-layer information such as roles. requirements. It should provide mechanisms for the

Fig. 1. MICA Family from Crossbow Technology Inc.
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parametrization of generic componemsis that they A subgraphC = (N’ E’) of G with N' C N
can meet the requirements of specific applicatiorend £/ = {(a,b) € E : a,b € N'} is said to
If this is not sufficient, newapplication-specific be a cooperating objectif C is connected, that
componentshave to be installed on the sensads, VN;,N, ¢ N’ with N;, N, # 0,N; U N, =
nodes. The code of these new components hasN@ N; N Ny = () : J(a,b) € E' : (a € Ny A b €
be distributed efficiently in the network to avoidV,)V(a € NaAb € Np). Note thatC always contains
wasting energy. all existing communication links of for all nodes

Finally, applications react differently to change®/’. Figure 2 shows an example of a network with
in their environment, e.g., changes in the mobilityeveral cooperating objects.
of nodes. They also have different optimization
parameters, e.g., energy or latency. The framework
must then be able tadaptto these conditions
and support optimizations, especially because of the
resource limitations found in sensor networks. One
approach is to perform cross-layer optimizations by
allowing components to interact closely.

Therefore, in order to provide a generic model
and architecture, we need to provide: a network
model, that describes a collection of cooperatirigp. 2. Sample Network Model
objects and interactions among them, and an object
architecture that describes the internal characteris7x is a set of (possibly multivalued) functions
tics of each device that composes each cooperatffghe formF; : N x N — I;, wheref; € Fy, N is
object and allows itself toconfigure its compo- the set of nodes of, and/; € Zyy is the domain of

nents, providecross-layer optimizationand adapt function F;. Analogously, 7. is a set of (possibly
to Changes in its environment. mU'tIVﬂ'UEd) functions of the forrﬂj NxXFE — I,

whereF; € F¢, I is the set of communication links
of G, and/; € I¢ is the domain of functior¥;. The
first argument of the functions denotes the node the
For the description of the network and itsnformation is stored on, and the second argument

@ basic cooperating object
COx cooperating object x
= communication link

[11. NETWORK MODEL

components as defined in section Il, our negenotes the entity the information is about.
work model is best described as a tupl = Finally, let P be a set of primitives?; € P that
(G, Fns In; Fe, Ie, P), where: define properties of basic cooperating objects and

« G = (N,E) is a communication graph thatheir links as a whole. Typical primitives are defined
represents the physical connectivity of devicessing logic expressions, as shown in the examples
in the network in the usual way; below.

. Fy is the set of functions that define and map The specific set of functions defined in each case
the properties of each node i depend greatly on the application, but there are

o Iy is the set of domains for all function’s € standard functions both itFy, and F¢ that need
Fn; to be defined by all applications:

« F¢ is the set of functions that define and map , r_,..: N x N — I,,.. is a multivalued func-

the properties of each communication link in tjon that assigns one or more roles to each node

g, in the network. The type of a physical device
« Zg is the set of domains for all functions; € as defined above, is then simply a specific role
Fe; and assignment to a node. The membership to a
« P is the set of primitives that represent emer- cooperating object can be expressed as a role,
gent properties of the network. too.
A basic cooperating objectis a graph consisting e« Fi,, @ N X N — I, iS a multivalued
of only one physical device (node) € N and no function that assigns one or more components
communication links. It is defined a8:= ({n;}, 0), to each node. The set of components defines

wheren; is of type sensoy controller, or actuator the functionality of the node and, therefore,
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the type of work it can perform. Fig. 2 shows IV. OBJECTARCHITECTURE

several cooperating objects that store informa- | order to support the generic requirements de-
tion about components. For example, the basigribed in section Il (flexible reconfiguration, op-

cooperating object furthest to the right hagmization and adaptation capabilities), as well as
components™;, ¢, and C7 installed. to fit the model defined in the previous section,
Faata = N X N = Ijaa i @ multivalued e need support from the internal configuration of
function that assigns one or more data itemfe different cooperating objects available in the
to each node in the network. This informatioRetwork. For this purpose, our proposed architec-
is maintained aqd updated by each algorit.hmre’ which we callTi nyCubus [9], is composed

in order to provide a means for exchangings three parts: the Tiny Cross-Layer Framework,

information among components in a standagfe Tiny Configuration Engine and the Tiny Data

way. _ _ Management Framework.
Foot : N x N — I,, is a multivalued func-

tion that assigns one or more policies to ea% Tiny Cross-Layer Framework
node. These policies are used for adaptation _ _
purposes, as explained in the next section. ~ 1he Tiny Cross-Layer Framework provides a
Fywign © N x E — I is a function 9generic interface to support the parametrization of
that assigns the link capacity to each edg@mponents that use cross-layer interactions. As
in the network. For example, in Fig. 2, thélescribed in [10], strict layering is not practical for
basic cooperating object furthest to the righ¥ireless sensor networks, and thus for cooperating

has a communication link with bandwidth 43Pbjects, because certain optimizations might not be
to CO,. applicable. Therefore, the purpose of this framework

is to manage a copy of cross-layer information

among cooperating objects instate repository
As an example of a primitive” € P, consider  This state repositoryallows for the clean sepa-
the definition ofF,ic_conn (7, k, ;) as the set of basicration of the data itself and the components that
cooperating objects with a given rates 7., found publish or subscribe to it. Using the more formal
in at mostk-hops from basic cooperating object definition of previous sections, thetate repository
See [9] for a formal definition. physically stores some values of functionsAi- U

Primitives can also be used to obtain informatio

about the composition of a cooperating object. For jects.
examples, the primitivé’z o (co) determines the set TABLE |
of nodes that belong to a cooperating objegtand SAMPLE STATE REPOSITORY OF NODEn,
Prc(co, F;) applies functionF; € (Fy U F¢) to all [[Name [ Type [ Publishers | Subscribers | Data |
nodesn € N that belong to cooperating objeGt. [7oles | Io.s | (system) | reqCs ni — {ri}
ng — iy, r2

Applying the definitions described in this model, comp | Icomp | (system) | (system) n —>{ :

it is possible to obtain a “global view” of the {Ch, G2, Cr}
.. . pol Ipot (system) (system) ni —

network and to know what is installed in each (81, (10,27, 35)
cooperating object, what kind of objects are foundemp | float | C1.Cs reqCs,Cs | nz — 24.01
in the network and how they operate with eaghpwidth | int | C2 reqCs (n1,ns) — 42

opt.Cs

other. Depending on the specific location where
data, algorithms and policies are stored and exe-

Fe, so that they can be used by other cooperating

cuted, it is possible to define different processing Table | shows the contents of a sample state

techniques using the same formalisms. For examepository where cross-layer information is kept.
ple, the processing of data centralized in singlEhe system keeps information about thame of

controller, or distributed among several controllethie data item, itgype a list of publishersof each
and/or cooperating objects can be specified in odata item, a list of optional and requiredbscribers
model by storing the values of certain functions ito it, and the value of the function itself. Required

its corresponding location. subscribers are components that cannot properly
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function if the data item they are subscribed to is ras replication/caching, prefetching/hoarding, aggre-
longer available, whereas optional subscribers migiation, as well as each type of system compo-
benefit from a particular data item, but do not neatent, such as time synchronization and broadcast
it. strategies, it is expected that several implementa-
Finally, the state repositonalso stores some de+ions of each component type exist. The Tiny Data
rived information, such as topology data, neighboManagement Framework is then responsible for the
ing cooperating objects, etc. that belong to the sslection of the appropriate implementation based
of primitives P defined above as part of the networkn the current information contained in the system.
model. The cube of Fig. 3, called 'Cubus’, combines op-
timization parameters(f;, O-,...), such as energy,
communication latency and bandwidth; application
B. Tiny Configuration Engine requirements4l;, A,, ...), such as reliability or con-

In some cases the separation of code and datasgéency Ievelg _and system para_metefs, 6a,..),
uch as mobility or node density. For each com-

provided by the Tiny Cross-Layer Framework mig onent type, algorithms are classified according to

not be enough for some applications. Installin . .
g bp %’ese three dimensions. For example, a tree based

new components, or swapping certain functions | v lqorithm i Hicient. but b
necessary, for example, when new functionality sulRUting algorithm IS energy-€etiicient, but cannot be
§ed in highly mobile scenarios with high reliabil-

as a new processing or aggregation function f . . .

sensed data is required by the application. Th reguwements. The _component |r_nple_3ment|ng the

Tiny Configuration Engine addresses this proble gorithm is tagged with the cor_nbmaﬂon of.para.-

by distributing and installing code in the networlJ.neterS a.m.d requirements for which the algorithm is
ost efficient.

Its goal is to support the configuration of arbitrar{}1

components with the assistance of thepology el
manager Q& TinyCubus
The topology manageis responsible for the self- &.Qf)l vl s o
. . . - Met.
configuration of the network and the assignment 6; ns B8 i m [B70] . Data Data encies
specific roles to each nodé(,., in our model). & g 1 symoste, requied: roles e

*_relocations:f1-1BF,... optional: bwidth

2 Code
LE B Dependencies

MLE R

It also publishes topology information using theg? A :
state repository that describes the neighborhood of** “u|a

cooperating objects, the status of communication %, 5.’ m
links and the availability of certain components iR o o
other neighboring nodes. Sttt
Additionally, the configuration engine needs to S
provide enough capabilities for the efficient recon- o, 5
figuration of a cooperating object, which involves Po

thg_lmplementatlon of bootstrapping code and tt&% .3, Sample Adaptation Engine
ability to load and install components on the fly.
The configuration engine may benefit from cross-

i ; o . The Tiny Data Management Framework selects
layer information such as the specific roles avallabgﬁe best suited set of components based on current
in the network to provide more efficient implemen

system parameters, application requirements, and
cb'ptimization parameters. This adaptation has to be
performed throughout the lifetime of the system and

is a crucial part of the optimization process.

In order to accomplish this optimization process,
we need two different parts: the Adaptation Frame-
The Tiny Data Management Framework is awork itself, shown on the left-hand side of Fig. 3,
Adaptation Framework that also provides a set ahd the set of components it manages, shown on the

data management and system components. For eaght-hand side.
type of standard data management component sucfihe adaptation framework contains three entities:

nent installation techniques, as shown in [9].

C. Tiny Data Management Framework
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a set of parameters, a set of policies and the adaptaThe first element, the set of code dependencies
tion components themselves. The set of parameteysspecified best by a set of interfaces and a de-
is used to provide a classification of the availablgendency graph. As shown in Fig. 3, this defines
components and, as depicted in Fig. 3, form a threge-graph of dependent components that also need
dimensional space (cube) where components danbe installed, uninstalled, modified, etc. if the
be mapped to. This mapping is performed usirgpmponent is adapted. Of course, the dependencies
experimental evaluation of each component in corte other components in the system can be extracted
bination with the appropriate parameters. This wagutomatically by a compiler and stored as part of
we know which components and/or combinatiothe component definition.
of components perform best for a givesystem  Secondly, the set of data dependencies indicates
parameter optimization parameteinor application which pieces of data provided by other compo-
requirementgarameter. nents are needed by the component. For example,
The second entity found in the adaptation framé&ig. 3 shows that the component on the right-hand
work, the available policies, are used to adapt asdie requires information about the roles available
exchange components. These policies are rules withthe network, temperature values and bandwidth
certain threshold values that indicate the operatioméormation. As for the set of code dependencies,
that need to be performed to trigger changes data dependencies can be extracted at compile-time
the configuration of objects and, therefore, in they analyzing the code in the component and at
set of components installed in a cooperating objectin-time by looking at the subscription information
Fig. 3 shows two different kinds of policies forcontained in the state repository of the Tiny Cross-
parametersS; and O;. For S, there are policies Layer Framework.
Py, P, P; and P, that specify the position of two Third, the set of meta-data items describes the
threshold values. These thresholds define three aredisrnal properties of the component, such as its
(“low”, “medium” and “high”) and the different code size, the names and types of symbols contained
policies specify the set of operations that need to the component and a relocation table that is
be performed with parametét, changes from one needed to place the component at arbitrary locations
area to the next. For example, 5 was “low” and within a cooperating object. This information is
is now “medium”, the operations defined i are needed because if components need to be installed,
executed. uninstalled, etc., the adaptation framework needs to
Finally, the third entity found in the adaptatiorbe able to relocate them dynamically based on the
framework are the system components that impledrrent set of installed components.
ment the policies and parameter checks needed td-inally, there is some information that needs to be
accomplish adaptation. For some of the definguiovided by the component regarding the mapping
parameters, this implies the necessity of havirig the adaptation framework. These are data items
a system monitorthat checks certain parametersuch as the specifics of the classification within the
(some of which are stored in the state repository) thiree dimensions of the Cubus, threshold values for
regular intervals so as to trigger the right adaptatiguolicies and changes, and even certain policies that
policy when needed. need to be taken into account by the adaptation
The right-hand side of Fig. 3 shows the interfacesmponents.
that need to be specified by the components thatNote that the entities described in the object
are available for adaptation. These components arehitecture and the concepts presented as part of
obviously the most important part of the adaptaticthe network model are tightly coupled. Fig. 4 shows
framework since they are the ones that providbe relationship between the concepts of section Ili
the functionality, algorithms, etc. that need to band the architecture described in this section. In
adapted. The following pieces of information neetthis picture, we can see our network of cooperating
to be provided to the adaptation framework by eadbjects on the left with 6 basic cooperating objects
component that wants to be adaptable: a set of cated three compound ones. The right-most device
dependencies, a set of data dependencies, a seftasd certain information stored in it: the adaptation
meta-data items and a mapping to the adaptatioomponents with the right set of parameters and
Cubus. components needed for the proper functioning of
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Q& TinyCubus
%0 =pd -
Q E 0 n
OQ\' (@] | "l YA Met
s eta
) Data

o As EHE aﬁ [ 9 I [ | Data Dependencies
) R

@ g B I B

%' A2 o I B f =5 CQdQ (@]

< 58] ode .

Al .. E‘ L@ Dependencies
S1 S2 S3
Sys. Param.

Name |Type |Publishers|Subscribers Data

roles  |loes [(system) |req:C3 nl={r1}

comp | leomp (system) |(system) n1={C1,C2,C7}

pol lol (system) |(system) n1=(S1,(10,27,35)

temp [float |C1,C5 req:C4,C5 n3=24.01

bwidth |int c2 req:C5,0pt:C3  |(n1,n3)=42

Fig. 4. Architecture of the Cooperating Object Model

the device, and a series of cross-layer data provid”
by some of the available components.

V. SAMPLE APPLICATION: SUSTAINABLE
BRIDGES

Let us now use an example to describe how t
model and architecture would look like for a specifi
application: Sustainable Bridges.

The goal of the Sustainable Bridges project [1
is to provide cost-effective monitoring of bridge
using static sensor nodes in order to detect struct
defects as soon as they appear. A wide range
sensor data is needed to achieve this goal, e
temperature, relative humidity, vibrations character- _ _ _
iStiCS, as well as noise detection and lOcalizati(ijfblii'atiorlldeahzed Network Structure of the Sustainable Bridges
mechanisms to determine the position of cracks.

In order to perform this localization, nodes sample

noise emitted by the bridge at a rate of 40 kHz and, ) _

by using triangulation methods, the position of th@"d C'O are responsible for the monitoring of the
possible defect is determined. This process requi édge _e_dges, and all other devices ensure the
the clocks of adjacent sensors to be synchroniZEgnectivity of the network.

within 60 ps of each other. Finally, sensors are In each of these devices and cooperating objects,
required to have a lifetime of at least 3 years stnd based on the description of the project given
that batteries can be replaced during the regulagfove, we need the following five major components
scheduled bridge inspections. (more thoroughly described in [12]): cluster man-

Fig. 5 shows the topology of the network an@gement, event localization, time synchronization,
the different cooperating objects needed to monitéata aggregation and acoustic emission analysis
the bridge.CO; and CO, are responsible for thecomponents.
monitoring of the columns of the bridge and contain The Cluster managemerntomponent for sensor
several devices that cooperate with each other data fusion is needed by each of the cooperating
reach consensus about sensor informatioif); objects of Fig. 5 that monitor critical parts of the
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bridge. In this setting, each basic cooperating objespecific data:
(or device) is responsible for the sensing of potential Acoustic emission datahat identifies the time,
structural defects using acoustic emission analysimgnitude and characteristics of potential cracks
and, if a potential problem is detected, each devidetected in the structure, as well as history of past
communicates with its cluster head to find owtetections.Temporal datasuch as the current time,
whether or not other devices in the same cooperatiagcuracy of the last synchronization round and time
object have also reached the same conclusion. If ém,the next wave synchronizatiorDependencies
a possible defect event is generated and propaga&edong componentsased on subscriptions to data.
through the network. For example, the topology information needs to be
The Event localizatiorcomponent determines usused by the acoustic emission analysis component
ing triangulation mechanisms and acoustic emit find out the set of neighbors it needs to contact in
sion data from the bridge, the position of cracksrder to analyze a possible defect. The data aggrega-
and defects on the structure. For this componetibn component needs information about roles, the
usage of clustering information is critical so thapology of the network and time synchronization
the triangulation mechanisms achieve a degree dzta in order to be able to compare different acoustic
accuracy (within a couple of meters) that wouldiaves.
allow a person to know the location of a possible Finally, the adaptation engine contains informa-
defect. tion such as thelependenciesmong components,
The Time synchronizatiorcomponent allows for and policies (with their correspondingthreshold
the comparison of complex time series (acoustialuey needed to determine when it is necessary
emission waves) gathered by the acoustic emissi@nperform a certain type of analysis. Based on this
sensors. Unless the different devices and coopgtformation, the adaptation framework might decide
ating objects are synchronized with each othehat certain low-cost low-accuracy analysis can be
the same event detected by several sensors ingerformed at the sensor itself, whereas if a certain
pendently cannot be correctly compared since tti@eshold is reached, more complex analysis might
acoustic waves are shifted on the time axis. Furth@reed to be performed at the cluster head or at a
more, higher time synchronization is required withibentral computer located outside the network. Since
cooperating objects, whereas this requirement is r@foustic emission waves are too complex to be sent
so crucial for cooperating objects further apart. efficiently to the central computer for analysis, it is
The Data aggregatioomponent is able to sum-more desirable to trigger the installation of the right
marize data retrieved by the sensors in the bridgaalysis component at the location of the bridge that
on-the-fly using the topological information store@éeeds it.
in each device about the network.
The Acoustic emission analysmponents work
with different degrees of accuracy and complexity
on the acoustic waves produced by the sensors ifSensorWare [13] and Impala [14] aim at pro-
order to determine the presence, magnitude awding functionality to distribute new applications
complexity of potential structural defects on th&én sensor networks. For this purpose, they create
bridge. abstractions between the operating system and the
These components store some cross-layer infapplication, although both differ slightly from each
mation in the state repository of each cooperatimgher. SensorWare does not support adaptation and
object. This data is either produced or consumedoss-layer interactions, as it is the case in our
by one or more of the components we have jugeneric architecture and does not provide models
described. Besides generic information needed bf/the network.
all applications such as thmles of each device In Impala, new code is only transmitted on de-
(for example cluster heads), tliepology and rout- mand if there is a new version available on a
ing information that defines the connectivity ofneighboring node. Furthermore, if certain parame-
the network, andnode vital informationsuch as ters change and an adaptation rule is satisfied, the
the battery level or link reliability, the Sustainablesystem can switch to another protocol. However,
Bridges application has the following applicationthis adaptation mechanism only supports simple

VI. RELATED WORK
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adaptation rules. Although it uses cross-layer dategvironments as well as in data-centric environ-
Impala does not have a generic, structured mecimaents, such as sensor networks. Furthermore, we
nism to share it and so, is not easily extensible. have shown the integral parts of our proposed model
The MobileMan project [15] is a system thaand architecture by using Sustainable Bridges, a
aims at creating a cross-layer architecture similar tomplex sensor network application.
ours. However, MobileMan is not targeted towards In terms of future work, there is a need to provide
sensor networks and assumes environments typigatlear classification of cooperating object appli-
of mobile ad-hoc networks, which are, in the generaétions in general and sensor network applications
case, not so limited in terms of resources. In addir particular that will allow us to better show the
tion, MobileMan focuses on data sharing betweepplicability of our model to a wide variety of
layers of the network protocol stack and, thereforgpplication domains. In addition, the use of actu-
does not include the configuration and adaptati@tors will eventually need the modeling of real-time
capabilities found in our architecture. applications and control-loops that fall a little short
EmStar [16] is a software environment for Linuxon our current view of component dependencies and
based sensor nodes that, like MobileMan, assun&s, therefore, hard to model using the described
the presence of higher-end nodes as part of theghitecture.
sensor network. EmStar also contains some standard

components for routing, time synchronization, etc.,
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Finally, regarding the modeling of cooperatind’rogramme ProjecEnbedded W SeNTs — FP6-
object networks, it is worth mentioning that ther@04400.

is no available literature that attempts to combine
a network model with a local architecture that
supports it. For example, [17], [18], [19] only deal[1]
with models for the simulation of sensor networks
and obviate the need for models that also incorpo-

rate actuators and more general cooperating objects.

Although [20], [21] try to provide taxonomies and [2]
models for more generic sensor networks, the
only consider the modeling of network character-
istics and never consider the actual characteristi¢4
of the nodes themselves or the type and amount
of software (components) installed in each systems;
which, for cooperating objects in general and sensor
networks in particular, plays a crucial role, since
resource-limitation is one of the intrinsic characterig)
istics of such systems.

[7]
VII. CONCLUSION AND FUTURE WORK

Given the complexity of the definition of cooper-[€!
ating objects and the heterogeneity of cooperating
object applications, let them be just sensor networie]
applications or more complex sensor-actor systems,
there is a need for a generic model and architecture
that allows us to tackle the complexity of such
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